
RESEARCH ARTICLE SUMMARY
◥

MACHINE LEARNING

Accurate proteome-wide missense variant effect
prediction with AlphaMissense
Jun Cheng*, Guido Novati, Joshua Pan†, Clare Bycroft†, Akvilė Žemgulytė†, Taylor Applebaum†,
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INTRODUCTION: Genome sequencing has re-
vealed extensive genetic variation in human
populations. Missense variants are genetic var-
iants that alter the amino acid sequence of pro-
teins. Pathogenic missense variants disrupt
protein function and reduce organismal fitness,
while benignmissense variants have limitedeffect.

RATIONALE: Classifying these variants is an
important ongoing challenge in human genet-
ics. Of more than 4 million observed missense

variants, only an estimated 2% have been
clinically classified as pathogenic or benign,
while the vast majority of them are of un-
known clinical significance. This limits the
diagnosis of rare diseases, as well as the de-
velopment or application of clinical treatments
that target the underlying genetic cause.
Machine learning approaches could close the
variant interpretation gap by exploiting pat-
terns in biological data to predict the patho-
genicity of unannotated variants. Specifically,

AlphaFold, which accurately predicts protein
structure from protein sequence, may be used
as a foundation to predict the pathogenicity of
variants on proteins.

RESULTS:WedevelopedAlphaMissense to lever-
age advances onmultiple fronts: (i) unsupervised
protein language modeling to learn amino
acid distributions conditioned on sequence
context; (ii) incorporating structural context
by using an AlphaFold-derived system; and
(iii) fine-tuning on weak labels from popula-
tion frequency data, thereby avoiding bias from
human-curated annotations. AlphaMissense
achieves state-of-the-art missense pathogenic-
ity predictions in clinical annotation, de novo
disease variants, and experimental assay bench-
marks without explicitly training on such data.
As a resource to the community, we provide a
database of predictions for all possible single
amino acid substitutions in the human pro-
teome.We classify 32%of allmissense variants
as likely pathogenic and 57% as likely benign
using a cutoff yielding 90% precision on the
ClinVar dataset, thereby providing a confident
prediction for most human missense variants.
We show how this resource can be used to

accelerate research inmultiple fields.Molecular
biologists could use the database as a start-
ing point for designing and interpreting ex-
periments that probe saturating amino acid
substitutions across the human proteome. Hu-
man geneticists could combine gene-level
AlphaMissense predictions with population
cohort–based approaches to quantify the func-
tional significance of genes, especially for shorter
human genes where cohort-based approaches
lack statistical power. Finally, clinicians could
benefit from the boost in coverage of con-
fidently classified pathogenic variants when
prioritizing de novo variants for rare disease
diagnostics, and AlphaMissense predictions
could inform studies of complex trait genet-
ics that use annotations of rare, likely delete-
rious variants.

CONCLUSION: AlphaMissense predictions may
illuminate the molecular effects of variants on
protein function, contribute to the identifica-
tion of pathogenicmissensemutations and pre-
viously unknown disease-causing genes, and
increase the diagnostic yield of rare genetic dis-
eases. AlphaMissense will also foster further
development of specialized protein variant effect
predictors from structure prediction models. ▪
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For all 71M possible
missense variants in
the human proteome:

1 2 3

AlphaMissense pathogenicity prediction. AlphaMissense takes as input a missense variant and predicts its
pathogenicity. We fine-tuned AlphaFold on human and primate variant population frequency data and calibrated the
confidence on known disease variants. AlphaMissense predicts the probability of a missense variant being
pathogenic and classifies it as either likely benign, likely pathogenic, or uncertain. We provide predictions for all
possible human missense variants as a resource for the community.
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The vast majority of missense variants observed in the human genome are of unknown clinical significance. We
present AlphaMissense, an adaptation of AlphaFold fine-tuned on human and primate variant population
frequency databases to predict missense variant pathogenicity. By combining structural context and
evolutionary conservation, our model achieves state-of-the-art results across a wide range of genetic and
experimental benchmarks, all without explicitly training on such data. The average pathogenicity score
of genes is also predictive for their cell essentiality, capable of identifying short essential genes that existing
statistical approaches are underpowered to detect. As a resource to the community, we provide a database
of predictions for all possible human single amino acid substitutions and classify 89% of missense variants as
either likely benign or likely pathogenic.

G
enome sequencing has revealed exten-
sive genetic variation in human popula-
tions (1–3). Missense variants are genetic
variants that alter the amino acid se-
quence of proteins. Pathogenic missense

variants severely disrupt protein function and
reduce organismal fitness, whereas benign
missense variants have limited effects. Of the
more than 4 million observed missense var-
iants, only an estimated 2% have been clinically
classified as pathogenic or benign. Classifying
the remaining variants of unknown signif-
icance is an important ongoing challenge in
human genetics (3). Lack of accurate mis-
sense variant functional predictions limits
the diagnostic rate of rare diseases, as well as
the development or application of clinical treat-
ments that target the underlying genetic
cause. Although multiplexed assays of variant
effect (MAVEs) systematically measure pro-
tein variant effects (4) and can accurately
predict the clinical outcomes of variants (5), a
proteome-wide survey of variant pathogenic-
ity remains incomplete because of the cost and
labor required for MAVE experiments (6).
Machine learning approaches could close

this variant interpretation gap by exploiting
patterns in biological data to predict the path-
ogenicity of unannotated variants. Machine
learningmethods follow four broad strategies.
The first class of methods train directly on
human-curated variant databases (7–10), there-
by leveraging prior knowledge to inform the
status of unannotated variants. Such strategies
will inherit biases from the human curators
and previous in silico predictors, and they are

prone to leaking data between training and
test splits (11).
To overcome such circularity, the second

class ofmethods trainwithweak labels that do
not depend on human classification (12, 13). In
the training data, “benign” variants are de-
fined as variants frequently observed in human
or other primate species. The “pathogenic”
class is approximated with hypothetical var-
iants unobserved in the human population.
Such an approach represents a promising di-
rection to mitigate potential human curation
biases. However, because the training data
contain many false labels, such models re-
quire evaluation on more-reliable labels to as-
sess their true performance.
A third class of methods avoid training on

variant annotations directly and instead use
unsupervised approaches to model the dis-
tribution of amino acids at a given sequence
position conditioned on an amino acid se-
quence context (14–16). Recently, deep learning
models that learn high-order dependencies
between amino acids from protein sequences,
such as autoencoders or languagemodels, have
achieved strong performance (17–19). In such
models, pathogenicity is interpreted as the
difference in predicted log-likelihood between
reference and alternate sequences. Although
such models effectively capture the distribu-
tion of naturally evolved sequences, they lack
the state-of-the-art understanding of protein
structure achieved by AlphaFold (AF) (20, 21).
A fourth strategy is to exploit protein struc-

ture to reason about pathogenicity, as the
structural context of an altered amino acid
provides crucial information to interpret its
effects on the protein. Initial explorations with
predicted protein structures showed promise
(22, 23), and estimates of genetic evolutionary

constraint have been aided by predicted pro-
tein structures (24). Although this strategy has
improved genetic constraint quantification,
using this approach for pathogenicity predic-
tion directly has shown only moderate per-
formance onClinVar variants (24), likely because
of low genetic diversity observed in current
human sequence databases.
AF has recently shown that highly accurate

protein structures can be predicted at scale
using protein sequences as input (21, 25). Such
protein structure models may act as founda-
tions for understanding other aspects of pro-
tein biology, such as variant pathogenicity.
Although AF is largely insensitive to input se-
quence variation and cannot accurately predict
structural changes upon point mutation (26),
we hypothesized that AF’s intrinsic under-
standing of multiple sequence alignments
(MSAs) and protein structure provides a val-
uable starting point for models directly pre-
dicting the pathogenicity of missense variants.
Here, we present AlphaMissense, which

combines the following elements of existing
strategies: (i) training on weak labels from
population frequency data, avoiding circular-
ity by not using human annotations; (ii) incor-
porating an unsupervised protein language
modeling task to learn amino acid distribu-
tions conditioned on sequence context; and
(iii) incorporating structural context by using
an AF-derived system. We achieve state-of-
the-art predictions in clinical annotation,
de novo disease variants, and experimental
MAVE benchmarks, without explicitly train-
ing our model on such data. We predict and
characterize the pathogenicity of all single
amino acid substitutions in the human pro-
teome andmake these predictions available to
the community.

AlphaMissense: Fine-tuning AlphaFold for
variant effect prediction

AlphaMissense takes as input an amino acid
sequence and predicts the pathogenicity of all
possible single amino acid changes at a given
position in the sequence. AlphaMissense lever-
ages two key capabilities of AF: its highly
accurate model of protein structure and its
capacity to learn evolutionary constraints from
related sequences (21). Accordingly, the imple-
mentation of AlphaMissense closely follows
that of AF, with minor architectural differences
(Fig. 1 and fig. S1; and see methods in the sup-
plementarymaterials). Notably, AlphaMissense
does not predict the structural changes of the
mutated amino acid sequences but instead
predicts pathogenicity as scalar values.
AlphaMissense is trained in two stages. In

the first stage, the network is trained like AF
to perform single-chain structure prediction
(AF pretraining) along with protein language
modeling by predicting the identity of the
amino acids masked at random positions in
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the MSA. We introduced a few minor archi-
tecture modifications to AF and increased the
loss weight toward the protein language mod-
eling while still achieving structure prediction
performance comparable to that of AF (see
methods). After pretraining, the masked lan-
guage modeling head can already be used for
variant effect prediction by computing the log-
likelihood ratio between the reference and al-
ternative amino acid probabilities, as done in
MSA Transformer (27) and Evolutionary Scale
Modeling [ESM (28)].
In the second stage (Fig. 1A), the model is

fine-tuned on human proteins with an ad-
ditional variant pathogenicity classification
objective defined for a variant sequence pre-
sented in the second row of the MSA (Fig. 1A).
For the training set, we assign benign labels
to variants frequently observed in the human
and primate populations, and pathogenic la-
bels to variants absent from human and pri-

mate populations, as is done in PrimateAI (12)
(Fig. 1B; see methods). We stop training the
model once it starts to overfit on the valida-
tion set (2526 ClinVar variants with an equal
number of pathogenic and benign variants per
gene; see methods).
Our training set is inherently noisy, because

manyunobservedvariants arepotentially benign,
but it offers enough learning signal to improve
the variant pathogenicity score compared
with pretraining alone. To increase the qual-
ity and size of the training set, we employ self-
distillation by using preliminary AlphaMissense
models to filter out unobserved variants pre-
dicted to be likely benign. The fine-tuning stage
is then repeated using this filtered training set
(see methods). Further innovations include a
custom classification loss function, sampling
multiple variants during training, improving
the matched sampling of variants, and weight
decay during fine-tuning toward the pretrained

parameter values (seemethodsand theablation
studies section below).

Improved pathogenicity classification across
multiple clinical benchmarks

Clinical databases collect missense variants
that cause human disease. These databases
can be used to benchmark pathogenicity pre-
diction models, but such data contain human
biases and may misrepresent the true dis-
tribution of clinically relevant variants (see
supplementary note in the supplementary
materials). Models trained on these databases
(ClinVar, for example) inherit these biases and
often fail to generalize to other benchmarks
(11, 29). We avoid training directly on clinically
curated labels to mitigate such issues and en-
able faithful evaluation on diverse benchmarks,
including the held-out test set of annotated
missense variants in ClinVar (30), de novo var-
iants from patients with rare developmental
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Fig. 1. Overview of AlphaMissense. (A) AlphaMissense architecture. The model
inputs consist of the reference protein sequence [cropped to length (L) =
256 residues], a set of variants sampled from the training set for the same
sequence (up to N = 50 variants), and multiple sequence alignments (MSAs, up
to Nall = 2048). Inference is performed for one variant at a time (N = 1). The
reference sequence is repeated in the second row of the MSA with all sampled
variant positions masked (see methods). As in AlphaFold, the model constructs
the pair representation (i.e., encodes information about two-way interactions
between residues) from the reference sequence (embedding size Kpair), and
the MSA representation from the masked MSA (embedding size Kmsa). The
MSA and pair representations are processed by a stack of Evoformer layers
with recycling. Finally, the model predicts the structure of the reference
sequence and the pathogenicity score sai

� �
for the variant, which is derived

from the masked residue prediction head as the log-likelihood difference
between residue a relative to the reference residue at position i (see methods).
(B) The pathogenicity score is fine-tuned as a binary classification of variants
as benign (observed or frequent missense variants in human or primate
populations) or pathogenic (unobserved human missense variants). We
split the benign variants into clusters by their minor allele frequency (MAF)
and introduce weights in the loss function that reduce the contribution of
rare variants. For each observed variant in the benign set, we sample a
missense variant from the pathogenic set and assign it the same loss weight
as for the benign variant (see methods). (C) We evaluated AlphaMissense
on a diverse set of benchmark datasets, including annotated missense
variants in ClinVar (30), de novo disease variants (54), and MAVE data
collected in ProteinGym (19).
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disorders and controls (12), MAVE bench-
marks in ProteinGym (19), and additional
MAVE benchmarks curated in this study (Fig.
1C; see methods).
We first evaluated our model on ClinVar

missense variants. After balancing the number
of pathogenic and benign variants per gene,
AlphaMissense achieves an area under the
receiver operator curve (auROC) of 0.940 on
18,924 ClinVar test variants, compared with
an auROC of 0.911 achieved by the Evolution-
ary model of Variant Effect (EVE; P = 0.001,
bootstrap), the next best model that did
not train directly on ClinVar (17) (Fig. 2A).
AlphaMissense also outperformsmodels trained
directly on ClinVar, despite these models ex-
hibiting data leakage and label circularity (Fig.
2A; see supplementary note) (11, 17, 29). Further-
more, we observe that AlphaMissense is cap-
able of distinguishing pathogenic from benign
ClinVar variants within regions of high evolu-
tionary constraint (31), and it outperforms the
best competing models on this task (ESM1b,
P = 0.001, bootstrap) (fig. S2A). This result
suggests that the model is not merely relying
on identifying constrained domains but is
capturing differences in the effect of individ-
ual variants within those domains. Our model
performance is consistent across different
AlphaFold confidence levels (fig. S2B). How-
ever, we note reduced performance on var-
iants from residues predicted to be disordered
(fig. S2C).
Clinical assessment of variants often focuses

on specific disease-associated genes, and dis-
criminating between benign and pathogenic
variants within such genes is an important,
clinically relevant task for predictive models.
To understand AlphaMissense model perfor-
mance on this task, we analyzed the 612 genes
with at least five pathogenic and five benign
variants in the ClinVar test set. For these
genes, we calculated the gene-level auROC,
which captures the model’s performance at
classifying variants within an individual gene.
When evaluated in this way, AlphaMissense
outperforms the next bestmethod that did not
train directly on ClinVar, EVE (17), with aver-
age gene-level auROC of 0.950 versus 0.921
(P = 0.001, bootstrap) (Fig. 2B).
We further assessed the performance of

AlphaMissense on two important sets of pro-
teins. The first set comprises proteins encoded
by the clinically actionable genes prioritized
by the American College of Medical Genetics
(ACMG) (32), which has recommended that
clinical exome and genome sequencing of
these genes be returned as secondary findings
in the clinic because of their clear disease
phenotypes and highly penetrant mutations.
For the 34 ACMG genes with sufficient ClinVar
labels and scores from bothmethods, 26 genes
(77%) see improvements using AlphaMissense
pathogenicity predictions over EVE (fig. S3A).

The second set are proteins prioritized for
futureMAVE studies by the community on the
basis of clinical relevance and experimental
tractability (33). For the 20 genes with suffi-
cient ClinVar labels and scores from both
methods, improvements were seen relative to
EVE for 16 genes (80%) using AlphaMissense
pathogenicity predictions (fig. S3B).
Finally, we evaluated AlphaMissense on the

Deciphering Developmental Disorders (DDD)
benchmark, where AlphaMissense achieves an
auROCof0.809, onparwithPrimateAI (auROC=
0.797, P = 0.31, bootstrap) (12) (Fig. 2C). We
also evaluated our model on classifying cancer
hotspots, where AlphaMissense achieves an
auROC of 0.907 compared with 0.885 for the
next-best model, VARITY (P = 0.001, boot-
strap) (9) (fig. S2D). Overall, AlphaMissense
achieves state-of-the-art performance across
all curated clinical benchmarks, whereas no
other previously reported model consistent-
ly ranks highly across these benchmarks.

Calibrated AlphaMissense predictions expand
the number of confidently classified variants
relative to other methods

Having established state-of-the-art performance
of AlphaMissense on clinical benchmarks, we
next generated and analyzed proteome-wide
predictions. We used AlphaMissense to pre-
dict the pathogenicity of all 216 million pos-
sible single amino acid changes across the
19,233 canonical human proteins, resulting in
71 million missense variant predictions satu-
rating the human proteome (see methods).
Practical use of predicted scores requires

careful calibration against the gold-standard
set of clinically curated pathogenic and benign
variants. We used the balanced validation set
with 2526 variants fromClinVar (seemethods)
to calibrate our predictions using a univar-
iate logistic regression model. This approach
yields calibrated scores, as shown on the
ClinVar test set (Fig. 2D; see methods). Cali-
brated AlphaMissense scores (ranging between
0 and 1) can be interpreted as the approximate
probability of a variant being clinically patho-
genic.Wenote that as themajority of predictions
are close to 0 or 1, the calibrations for scores
between 0.2 and 0.8 are likely less accurate.
Next, we used our calibrated prediction

scores to classify variants into three discrete
categories similar to ACMG terminology (32, 34):
likely pathogenic, likely benign, and ambiguous
[cutoffs were chosen such that variants classi-
fied as likely pathogenic or likely benign have
90% expected precision estimated from ClinVar
for both classes, as done in (17)] (fig. S4A). Owing
to higher predictive performance, the fraction
of ClinVar test variants that we can confidently
classify with 90% precision is increased by 25.8
percentage points (from 67.1% to 92.9%) com-
paredwith the recentwell-performing unsuper-
visedmodel EVE. (17) (Fig. 2E and fig. S4B). This

approach offers a major expansion in the num-
ber of variants with confident predictions in a
proteome-wide context.

Overall properties and examples of
AlphaMissense predictions

To understand the overall properties of the
predictions, we compared them against the
effective number of sequence alignments (Neff

score), genetic constraint, and predicted pro-
tein disorder (fig. S4, C to F). Residues with a
low effective number of aligned sequences and
hence lower conservation levels tend to have
lower predicted pathogenicity (fig. S4C). This
relationship is less pronounced when looking
at aggregated protein-level results (fig. S4D),
suggesting that AlphaMissense captures do-
main conservationwithin a protein, rather than
overall protein-level evolutionary conservation.
Similarly, variants located in evolutionarily
constrained genes are systematically predicted
as more pathogenic compared with those in
unconstrained genes (fig. S4E). Variants lo-
cated in structured regions, which may alter
protein stability (35, 36), are associated with
higher pathogenicity scores than variants lo-
cated in disordered regions (fig. S4F; protein
disorder is predicted with AlphaFold). This is
consistentwith recent observations that known
disease-causing variants are more likely to re-
side in thermally stable proteins (37).
To further understand properties of amino

acid substitutions learned by AlphaMissense,
we computed the mean predicted pathogenic-
ity per amino acid substitution across all
human proteins (fig. S4G). As expected, muta-
tions in aromatic amino acids or cysteine are
more likely to be pathogenic given their role in
maintaining protein structure. The predicted
substitution scores are asymmetric, as previ-
ously reported (38), and correlate with the
BLOSUM62 (39) substitution matrix overall
[correlation coefficient (r) = −0.61; fig. S4H]
and per reference amino acid (fig. S4I). To-
gether, these results suggest that the model is
using both the structural information and evo-
lutionary information present in the MSA to
make predictions consistent with known biology.
We visualized pathogenicity predictions along-

side ClinVar labels (Fig. 2, F and G, left panels)
and AF predicted protein structures (Fig. 2,
F and G, right panels). General trends can be
observed for these specific proteins. For in-
stance, structurallydisordered regions arealigned
with benign predictions and benign clinical
annotations, consistent with the proteome-
wide results (fig. S4F). In particular cases, the
pathogenicity predictions make sense in light
of the protein function. For example, we pre-
dict the transmembrane domain of ACVRL1
(amino acids 119 to 141) to be more tolerant to
mutation than either of the globular domains,
which represent enzymatic or protein-protein
interaction sites (Fig. 2F).
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Fig. 2. Performance of AlphaMissense on clinically curated classification
benchmarks. Benchmarks are evaluated by area under the receiver operator
curve (auROC). Error bars show the 95% confidence interval of 1000 bootstrap
resamples (see methods). A few manually chosen methods are colored to
illustrate the relative position on different benchmarks. (A) Performance
on classification of ClinVar variants (9462 pathogenic and 9462 benign variants
from 999 proteins) balancing the number of positive and negative variants
per gene. Methods shown in gray were trained directly on ClinVar. Some of their
training variants are contained in this test set, so their performances are
likely overestimated. Error bars show the 95% confidence interval of 1000

bootstrap resamples (see methods). (B) Average per-gene auROC on the ClinVar
test set. A total of 612 proteins with at least five benign and five pathogenic
ClinVar test variants are considered. (C) Comparison of AlphaMissense and
other predictors on distinguishing de novo variants from DDD cohort patients
and healthy controls (12). A total of 353 patient variants and 57 control variants
from 215 DDD related genes are considered. We excluded EVE because of its
low coverage of variants in this dataset (227/410 variants). (D) The
AlphaMissense scores were calibrated on the class-balanced ClinVar validation
set (see methods). The figure shows the calibration curve, which plots the
average score against the fraction of pathogenic variants per bin, computed on
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AlphaMissense achieves state-of-the-art
agreement with multiplexed assays of variant effect
MAVE experiments generate “proactive”maps
of variant effects (40) by expressing protein
variants in cells and measuring activity using
growthor fluorescence readouts. BecauseMAVE
experiments densely cover (and often saturate)
the protein of interest, they provide valuable in-
formation on protein regions otherwise missed
by sparse clinical curations, although the direct
clinical utility of MAVE data depends on the
assay readout and experimental quality (41).
To assess the agreement between Alpha-

Missense and MAVE studies, we benchmarked
predictions against two sources of MAVE data:
1.5 million variants from 72 proteins collected
in ProteinGym (19) and an additional bench-
mark set consisting of 20 recently published
human proteins not contained in ProteinGym
(see methods). Relative to other methods,
AlphaMissense agrees with MAVE data the
most strongly (mean Spearman correlation on
ProteinGym: 0.514; on the additional MAVE
benchmark: 0.450; Fig. 3, A to C). When re-
stricting to only those amino acid variants
from 25 human proteins that are scored by all
methods, AlphaMissense remains the high-
est scoring in ProteinGym out of the 13 meth-
ods (meanSpearmancorrelation: 0.474; Fig. 3B).
AlphaMissense improves predictions for most
proteins within both benchmarks compared
with the next-best model [62/72 relative to
the Global Epistatic Model for Predicting Mu-
tational Effects (GEMME) (16) in ProteinGym,
60/72 relative to EVE in ProteinGym, and 13/20
relative to ESM1v in the additional MAVE
benchmark] (fig. S5, A and B).
We compared the observed MAVE data and

available model predictions against the exper-
imentally resolved protein structures and do-
main annotations for disease-relevant proteins.
The SHOC2 protein forms a complex with
MRAS and PP1C to activate the Ras-MAPK
(mitogen-activated protein kinase) signaling
pathway in cancer (42). AlphaMissense path-
ogenicity correlates with MAVE data that
measure the impact of SHOC2 variants on
Ras-activated cancer cell fitness (43) (Spearman
correlation: 0.47), outperformingESM1v, ESM1b,
and EVE (Spearman correlation: 0.41, 0.40, and
0.32, respectively; fig. S5B).

We investigated whether AlphaMissense
better captures pathogenicity driven by spe-
cific domains within SHOC2, which would be
reflected by the average pathogenicity at each
amino acid position. AlphaMissense per-
position average pathogenicity agrees strongly
with theMAVE per-position average (positional
Spearman correlation: 0.64), outperforming
ESM1b, ESM1v, and EVE (positional Spearman
correlation: 0.56, 0.55, and 0.48, respectively;
fig. S5C). Of the first 80 amino acids of SHOC2,
positions 63 to 74 were pathogenic according
to the MAVE assay (Fig. 3D). This region was
structurally shown to bind PP1C through an
RVxF motif (43) (Fig. 3E). AlphaMissense is
the only model to correctly predict pathogenic
effects of mutations in this functionally im-
portant region (Fig. 3D and fig. S5D). Ad-
ditionally, after the 80th position, both the
MAVE data and AlphaMissense predictions
peak in pathogenicity approximately every
23 amino acids (Fig. 3D), corresponding to
the 20 leucine-rich repeat domains that con-
tact MRAS and PP1C approximately every
23 amino acids (Fig. 3, D and E). Overall, res-
idues directly contacting either MRAS or
PP1C score as highly pathogenic (median
AlphaMissense pathogenicity: 0.98 and 0.96,
respectively), nearly as highly as core hydro-
phobic residues (median AlphaMissense path-
ogenicity: 0.99) andhigher than surface residues
that do not form protein-protein contacts
(median AlphaMissense pathogenicity: 0.51;
fig. S5E).
Next, we sought to determine whether the

average substitution effect of each of the 20
possible amino acids, driven by their chem-
ical properties, is better reflected in our mod-
el. For SHOC2, AlphaMissense agrees most
strongly with the measured per–amino acid
average substitution effect comparedwith other
models (fig. S5C). Overall, when calculated
this way across all proteins in ProteinGym and
theadditionalMAVEbenchmark,AlphaMissense
displays the highest average performance
across both the amino acid substitution and
the positional metrics, suggesting that im-
provements in domain-level pathogenicity
prediction and amino acid properties both
underlie model performance (mean positional
Spearman correlation on ProteinGym: 0.54;

mean substitution Spearman correlation on
ProteinGym: 0.545; fig. S5F).
Another example protein is the human glu-

cose sensor GCK. Variants that decrease GCK
activity can cause maturity-onset diabetes of
the young (MODY) (44). AlphaMissense path-
ogenicity correlates with MAVE data mea-
suring the fitness of auxotrophic yeast strains
expressing human GCK variants in the pres-
ence of glucose (45) (Spearman correlation:
0.53), outperforming ESM1v, EVE, and ESM1b
(Spearman correlation: 0.49, 0.48, and 0.45,
respectively; fig. S5B). GCK primarily func-
tions to catalyze glucose; the catalytic residue
Asp205 (D205) is the highest-ranked residue by
average AlphaMissense pathogenicity (0.999),
and other residues in direct contact with the
ligand were similarly pathogenic (Fig. 3F).
AlphaMissense pathogenicity is associatedwith
decreased fasting glucose in patients harboring
missense variants in GCK (Spearman correla-
tion: −0.49) (45). AlphaMissense pathogenicity
exhibits a log-linear relationship with in vitro
GCK activity measurements for 36 clinical var-
iants (Spearman correlation: −0.65; Fig. 3G),
falling short of experimental accuracy, as es-
timated by the MAVE data (Spearman corre-
lation: 0.75), but closer than other prediction
methods (Spearman correlation for ESM1v:
0.61; ESM1b: 0.50; EVE:−0.50; fig. S5G). Highly
pathogenic variants according toAlphaMissense
exhibit orders of magnitude lower GCK activ-
ity, consistent with the fact that most of the
clinically confirmed pathogenic GCK variants
are MODY variants with decreased activity. On
the other hand, a small number of hyperactive
pathogenic variants [clustered near the allos-
teric site, e.g., Thr65→Ile (T65I)] (Fig. 3F and
fig. S5H) can cause hyperinsulinemic hypo-
glycemia (44). AlphaMissensemore often classi-
fies these as ambiguous or benign (Fig. 3G).

Ablating components of AlphaMissense
reveals key drivers of performance

Given the improved performance of Alpha-
Missense on different benchmarks, we next
investigated which components are neces-
sary for its high performance on ClinVar and
ProteinGym test sets by systematically removing
components of themodel in an ablation study.
We focused on three types of components:

the ClinVar test set (82,872 variants). The error bars represent 95% confidence
intervals computed from 1000 bootstrap resamples. The histograms show the
distribution of scores among pathogenic (red) and benign (blue) variants.
(E) Fraction of resolved (unambiguous) missense variants at different levels of
target precision. Precision is defined as the fraction of true predictions in
both pathogenic and benign class prediction. The resolved fractions are
computed with ClinVar test set variants from proteins scored by EVE (dark lines,
all) and then filtered to proteins with at least 3, 5, or 10 variants for each
label (lighter lines). (F) Example proteins chosen from ACMG clinically actionable
genes (32). Protein names are written as “[HUGO symbol]/[Uniprot accession
ID].” (Left panels) Missense variants, represented as points, are plotted against

AlphaMissense (AM) pathogenicity scores (y axis) and amino acid positions
(x axis). Variants predicted as likely pathogenic are shown in red, variants
predicted as likely benign are shown in blue, and ambiguous variants are shown
in gray. If a variant contains a clinical label in ClinVar, it is plotted as a solid
circle. For proteins longer than 1400 amino acids, the first 1400 are shown. (Right
panels) The protein structure prediction from AlphaFold is shown for the selected
region. Each residue in the predicted structure is colored according to the average
AlphaMissense pathogenicity score of that residue (out of 19 possible amino
acid changes per residue). See also fig. S3A. (G) The same as (F), but for examples
chosen from genes prioritized by the MAVE community for further study (33).
See also fig. S3B.
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Fig. 3. AlphaMissense achieves state-of-the-art agreement with multi-
plexed assays of variant effect. (A) Performance on MAVE benchmarks.
ProteinGym (19) is a collection of 72 proteins with MAVE data. The distribution of
per-protein Spearman correlations between predictions and ProteinGym MAVE
data for each model is shown, with mean value shown as a dot (and numerically
above the violin plot). (B) Performance comparison on a subset of ProteinGym
variants (608,175 variants, 25 human proteins) that were scored by all methods.
Dots represent mean Spearman correlation across proteins per method, which
are also represented numerically above each violin plot. (C) We curated an
additional benchmark dataset of 20 human proteins not included in ProteinGym.

The distribution of per-protein Spearman correlations between predictions and
additional MAVE data is shown. (D) Heatmaps of observed and predicted effects
of amino acid substitutions on the first 200 amino acids of SHOC2. (Top
heatmap) Observed pathogenicity as measured by a MAVE assay of cell growth
in cancer cells dependent on SHOC2 (43). Scores are percentile normalized
measurements from the experimental assay. Variants with scores closer to zero
(blue) retain SHOC2 function, whereas scores closer to one (red) lose SHOC2
function. (Middle and bottom heatmaps) AlphaMissense (AM) and EVE
pathogenicity scores, respectively. Both scores range from zero to one, with
higher scores corresponding to increased pathogenicity. Variants with no
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structure prediction, variant sampling, and
training data.
We found that both AF pretraining and

fine-tuning stages are essential for good per-
formance (“No AF pretraining” and “No
fine-tuning on missense variants” in fig. S6).
Furthermore, we found that pretraining with
masked MSA alone without structure predic-
tion is not sufficient for good performance
(“No structure loss during AF pretraining”),
suggesting that both structure prediction and
the protein language modeling across a large
corpus of samples contributed to the overall
performance (fig. S6). Sampling variants to
account for gene bias in the training set and
sampling multiple variants with the training
sequence crop are both important to reduce
gene-level bias and regularize the model (fig.
S6). Variant self-distillation helped on the
ProteinGym task but not on the ClinVar
task. Similarly, we found that additional train-
ing variants from primates or the extremely
low minor allele frequency (MAF) variants
from humans are only mildly helpful on the
ProteinGym task and not on ClinVar (fig. S6).
Overall, these results emphasize the impor-
tance of both training stages: pretraining on a
large database of structures and fine-tuning
directly for the target application.

Gene-level AlphaMissense pathogenicity
predicts cell essentiality

An important endeavor in human genetics is
quantifying the functional significance of a
protein in human survival or fitness over evo-
lutionary time. A common approach is to
measure, among a healthy population cohort,
depletion in the observed number of variants
that likely ablate, or severely disrupt, the func-
tion of a protein compared with the expecta-
tion under neutral selection (1, 3, 31). However,
the reliability of such estimates depends on
the expected number of such variants in a
gene, which in turn depends on the coding
sequence length (3). As noted by the authors
of one such approach, LOEUF (loss-of-function
observed/expected upper bound fraction) (3),
many genes are too small for the metric to be
a reliable measure in current sample sizes (22%

of protein coding genes; Fig. 4A). Given the
observation that the average AlphaMissense
pathogenicity of all possible missense var-
iants within a gene is correlated with LOEUF
(Spearman correlation: −0.48, P < 2.2 × 10−16;
fig. S4E), we investigated whether AlphaMis-
sense is capable of predicting genes known to
be sensitive to functionality-altering pertur-
bations in humans, particularly among ~4000
genes that would otherwise be underpowered
in population cohort–based approaches.
Overall, we find that a gene’s average

AlphaMissense pathogenicity shares similar
properties with LOEUF across a broad range
of biological measures of intolerance to per-
turbation in humans, such as depletion in
observed large structural deletions, and an en-
richment of genes known to cause severe de-
velopmental disorders among more-pathogenic
genes (fig. S7; see supplementary note). Further-
more,most of theproperties of genes in themost-
pathogenic decile of AlphaMissense predictions
remain consistent among genes underpowered
for LOEUF, supporting the generalizability of
the scores to an additional 4252 small genes
(fig. S7; see supplementary note). Genes exper-
imentally identified as essential to cell sur-
vival across a variety of human cell lines (46)
showed a strong enrichment among the most-
pathogenic decile of AlphaMissense. The en-
richment is both stronger than LOEUF (3.8-fold
versus 2.3-fold enrichment) for the most-
pathogenic decile and remains significant
among smaller genes [5.9-fold, hypergeometric
P value (Phyper) = 5.6 × 10−46; Fig. 4C]. Alpha-
Missense outperforms LOEUF and PhyloP, a
conservation-basedmeasure (47), at distinguish-
ing experimentally determined cell-essential
from nonessential genes (48) in the context of
smaller genes (Fig. 4B). AlphaMissense achieves
an auROC of 0.88 versus 0.81 for LOEUF (P =
0.001, bootstrap), while maintaining perfor-
mance among the rest of the proteome (auROC
of 0.80 versus 0.82, P = 0.092). The advan-
tage of AlphaMissense in this context is ex-
emplified by the spliceosome protein complex
SF3b, which involves a gene with one of the
highest average AlphaMissense pathogenicity
scores, PHF5A/SF3B7 (Fig. 4, D to F and data

S1). All seven primary protein components (49)
are experimentally classified as cell-essential
(48). Four of these are sufficiently large genes
for LOEUF to reliably predict their functional
importance, and they are all strongly depleted
for observed predicted loss of function (pLoF)
variants (in the lowest decile of LOEUF) (Fig.
4, E and F). The other three are small genes
(maximum: 125 amino acids), such that LOEUF
is too underpowered to be informative. Alpha-
Missense predicts all three of these subunits
to be more pathogenic than 96% of all human
protein coding genes (Fig. 4F).
Together, these observations indicate that

methodology that combines both AlphaMis-
sense predictions and population cohort–based
approaches could be beneficial for quantify-
ing functional significance, especially for the
large subset of short human genes where
population cohort–based approaches lack sta-
tistical power.

AlphaMissense predictions as a
community resource

Wehave released four resources for the research
community. The first is a dataset of 71 million
missense variant predictions saturating the
human proteome. Each missense variant is
defined by the single nucleotide change result-
ing in a changed amino acid (Fig. 5A). Out of
the 71 millionmissense variants, 32% (22.8mil-
lion) are classified as likely pathogenic and
57% (40.9million) as likely benign, using score
cutoffs achieving 90%precision on the ClinVar
dataset (fig. S4A). We note that choice of the
cutoff can be adjusted by users to better match
different use cases or accuracy trade-offs, or to
achieve the desired precision on a different la-
beled dataset. The second resource is gene-level
AlphaMissense pathogenicity predictions, de-
fined as the average pathogenicity over all pos-
sible missense variants in a gene. The third is
the expanded dataset of all 216million possible
single amino acid substitutions across the
19,233 canonical human proteins. Finally, we
provide predictions for all possible missense
variants and amino acid substitutions across
60,000 alternative transcript isoforms for fu-
ture research and evaluation of isoform-specific

prediction are colored gray (see EVE heatmap). Domain-level annotations
(Annot.), including RVxF and leucine-rich repeat (LRR) regions, are shown above
the heatmaps. Residue-level annotations are also shown [as calculated in
(43) from Protein Data Bank (PDB) ID 7UPI], representing surface, core, and
protein-protein interaction residues. (E) Experimentally derived structure of
SHOC2 (blue and red) in complex with MRAS (yellow) and PP1C (gold) [PDB
ID 7UPI (43)]. The mean AlphaMissense pathogenicity score per position is
shown in the SHOC2 structure, with blue corresponding to benign and red
corresponding to pathogenic. (Insets) Close-ups of the RVxF binding region of
SHOC2 contacting PP1C, and the LRR region contacting MRAS and PP1C.
(F) Experimentally derived structure of GCK (blue and red) [PDB ID 3F9M (55)].
The mean AlphaMissense pathogenicity score per position is shown in the
GCK structure, with blue corresponding to benign and red corresponding to

pathogenic. The active site ligand (yellow) and an allosteric inhibitor (green)
are also shown. (Insets) Close-ups of residues that contact the ligand (such as
D205, the catalytic site) and the residues that bind the allosteric inhibitor
(such as T65I). (G) Comparison of relative activity index for glucokinase mutants
(56) against AlphaMissense pathogenicity. On the log x axis, a score of
one indicates in vitro activity equivalent to wild type, a score lower than one
indicates less activity, and a score above one indicates hyperactivity. Spearman
correlation is shown in the lower left of the panel. Each dot represents a different
protein variant, colored according to AlphaMissense classification thresholds.
The shape indicates the clinical label (45). The dashed line shows the linear fit
between in vitro measurement and AlphaMissense pathogenicity. T65I, which
causes hyperinsulinemic hypoglycemia (HH), is labeled. MODY, maturity-onset
diabetes of the young.
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effects. These resources benefit from the ex-
panded coverage of confident predictions and
have value in several contexts.
The predictions of all possible missense var-

iants could assist clinicians in prioritizing var-

iants for rare disease diagnostics, as they offer
an important increase in the coverage of con-
fidently classified missense variants (which
would otherwise remain variants of unknown
significance) without being biased toward the

existing human curation process or well-
studied genes. Out of 69.5 million variants
unobserved in gnomAD, wewere able tomake
a confident prediction for 61.7 million (88.8%)
missense variants by classifying them as likely
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Fig. 4. AlphaMissense predicts cell essentiality without constraints on
sequence length. (A) Distribution of the expected number of pLoF variants
per gene under neutral selection within a cohort of 125,000 individuals, as
estimated in (3). Briefly, pLoF variants are a class of genetic variants that
introduce a major change to the protein coding sequence, such as a premature
stop codon, which likely results in loss of protein function [see (3) for a full
definition]. We refer to underpowered genes (expected pLoF ≤ 10) as those with
insufficient statistical power, as determined in (3), to be classified among the
most constrained genes by LOEUF. (B) Performance (auROC) of gene-level
scores at classifying cell essentiality among genes underpowered (left) and well-
powered (right) for LOEUF. The positive and negative examples for classification
are 1247 cell essential genes and 728 cell nonessential genes, respectively,
queried from DepMap (48). Within the LOEUF underpowered genes, there are
190 positive and 290 negative examples. Conversely, within the LOEUF powered
genes, there are 1084 positive and 438 negative examples (see methods).
(C) Distribution of experimentally determined cell essential and cell nonessential
genes (46) across the deciles of mean AlphaMissense pathogenicity and LOEUF

among genes underpowered for LOEUF (see methods). To be consistent with
LOEUF, where low values indicate high gene constraint, AlphaMissense deciles
are defined such that low deciles correspond to higher pathogenicity. Error bars
show 95% confidence intervals of multinomial proportions. Horizontal gray
lines show the percentage of all underpowered genes in each decile bin, which
represents the expected percent if there is no enrichment or depletion of cell
essential or nonessential genes. (D) Experimentally determined structure of the
SF3b protein complex (PDB ID 5Z56) that is a crucial component of the U2 small
nuclear ribonucleoprotein (49). The locations of the small protein subunits
underpowered for LOEUF are highlighted in purple. (E) Lengths of each protein in
SF3b (canonical UniProt isoforms). aa, amino acids. (F) Additional characteristics
of SF3b proteins listed in (E). “Cell essential” means that it is in the list of
“common essential” genes as determined by DepMap (48). “Expected pLoF” is
the number of expected pLoF variants under neutral selection within the
cohort from which LOEUF is derived [as in (A)]. For “Mean AM decile” and
“LOEUF decile,” 0% indicates the most pathogenic or constrained decile,
respectively. For further information, see data S1.
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benign (38.9million, 56.0%) or likely pathogenic
(22.8million, 32.8%) (Fig. 5B). This coverage and
predictive performance on ClinVar remain
high among clinically actionable genes priori-
tized by ACMG (32) (88.9% resolved, average
auROC of 0.959; fig. S3A). The fraction of pre-
dicted pathogenic variants decreases with
increasing allele frequency, as expected by
purifying selection (Fig. 5B). TheMAVE and
ACMG prioritized proteins have a higher pro-
portion of predicted pathogenic variants than
variants absent from gnomAD proteome-wide
(38.4% and 36.8%, respectively, versus 32.8%),
in line with the high evolutionary constraint
and functional importance of these two gene
sets (Fig. 5B and fig. S3, A and B).
This resource could also inform studies of

complex trait genetics (50, 51). We compared
the proportion of rare variants (MAF < 0.01)
that are statistically associated with any of
4000 traits in the UK Biobank (52) for dif-
ferent classes of variation (see methods). We
found thatmissense variants predicted as likely
pathogenic by AlphaMissense contained twice
as many trait associations compared with
synonymous variants (Fig. 5C and fig. S8A),
and that the rate of associations among pre-
dicted likely pathogenic variants is statistically
indistinguishable (P = 0.43, Fisher exact test)
from pLoF variants (Fig. 5C). In contrast, the
rates among both ambiguous and likely be-
nign variant sets are significantly lower (P <

0.05, Fisher exact test), with likely benign var-
iants having the most similar rate to synony-
mous variants (Fig. 5C). By combining var-
iants from both AlphaMissense pathogenic and
pLoF categories, we increase the number of
candidate deleterious rare variants by 3.2-fold,
translating to ~7000 additional genes that
would be testable in gene-level association analy-
ses in large-scale cohorts such as UK Biobank
(2) (cumulative allele count > 50 in UK Bio-
bank; fig. S8B). As such, our annotation of
missense variants could be a powerful tool
for discovery of previously unknown genes
underlying complex traits (50, 51).
The predictions of all possible amino acid

substitutions are intended for studying the
full range of single-residue perturbations. For
example, predictions could be used as a start-
ing point for designing and interpreting ex-
periments that probe saturating amino acid
substitutions across the human proteome, as
performed by the MAVE community. Such
scores can be used alongside the AlphaFold
Structure Database (21, 53) to assess the pre-
dicted pathogenicity in the context of pre-
dicted protein structures for every single human
protein. Together, AlphaMissense predictions
have the potential to accelerate our under-
standing of the molecular effects of variants
on protein function, contribute to the discov-
ery of disease-causing genes, and increase the
diagnostic yield of rare genetic diseases.

Materials and methods summary
Full details of the methods are described in
the supplementarymaterials and are summar-
ized here. The model architecture is similar to
that of AlphaFold (21), with minor modifica-
tions. AlphaMissense was trained in two
stages: structure pretraining and variant fine-
tuning. The pretraining stage is the same as
described in AlphaFold, except with higher
weights on the masked MSA reconstruction
loss. During fine-tuning, the model is opti-
mized to predict both variant pathogenicity
and structure of the reference sequence. The
benign training variants are derived from ob-
served variants in human and primate species
following the PrimateAI approach (12). Path-
ogenic training variants are sampled from
unobserved variants with sampling weights
depending on the trinucleotide context and
the gene. A small subset of ClinVar (1263 path-
ogenic and 1263 benign) variants are used as
the evaluation set for model selection and hy-
perparameter optimization. The variant effect
prediction score is defined as the log-likelihood
difference between the reference amino acid
and the alternative amino acid. The final mod-
el predictions are the average of six models:
three independently trained models (with
minor hyperparameter differences) each run
twice, once with diversity filtering on theMSA
and oncewithout. Rawmodel prediction scores
are calibrated with the ClinVar evaluation set
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Fig. 5. AlphaMissense predictions as a community resource. (A) Example row
from the AlphaMissense (AM) proteome-wide pathogenicity prediction dataset.
(B) Pathogenicity class proportions for different variant MAF ranges in gnomAD (top)
and two different gene sets (bottom): prioritized genes for MAVE studies in (33)
and clinically actionable genes prioritized by ACMG (32). (C) The proportion of rare

variants (MAF < 0.01) that have a statistical association (P < 1 × 10−5) with at least
one of ~4000 UK Biobank traits (see methods). Counts above each variant set are
the number of variants with an association over the total number in that set. An asterisk
indicates that the proportion is significantly different from the pLoF set (Fisher exact
test, P < 0.05), and a minus sign indicates that there is no evidence of a difference.
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to represent approximate probabilities (we
refer to the calibrated scores as AlphaMissense
pathogenicity). Finally, we define threshold
score values to interpret a variant as “likely
pathogenic,” “ambiguous,” or “likely benign.”
These values are derived such that the labels
are assigned with 90% precision on ClinVar
variants, following the approach of EVE (17).
The model performance was compared with
previous computational methods using multi-
ple evaluation datasets: ClinVar (30), de novo
variants from the DDD cohort (54), cancer hot-
spot mutations (10), MAVE data of 72 proteins
from ProteinGym (https://www.proteingym.org/)
and additional MAVE data of 20 proteins col-
lected from the literature. Transcript-levelmean
AlphaMissense pathogenicity is calculated by
averaging the pathogenicity scores of all pos-
sible single-nucleotide missense variants per
transcript. For methods associated with the
analysis of properties of the model outputs
beyond the primary evaluation metrics (e.g.,
relationship with allele frequencies and cell
essentiality) we refer readers to the supple-
mentary materials.
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Editor’s summary
Single–amino acid changes in proteins sometimes have little effect but can often lead to problems in protein folding,
activity, or stability. Only a small fraction of variants have been experimentally investigated, but there are vast amounts
of biological sequence data that are suitable for use as training data for machine learning approaches. Cheng et al.
developed AlphaMissense, a deep learning model that builds on the protein structure prediction tool AlphaFold2 (see
the Perspective by Marsh and Teichmann). The model is trained on population frequency data and uses sequence and
predicted structural context, all of which contribute to its performance. The authors evaluated the model against related
methods using clinical databases not included in the training and demonstrated agreement with multiplexed assays of
variant effect. Predictions for all single–amino acid substitutions in the human proteome are provided as a community
resource. —Michael A. Funk
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