
Some actions that people take are geared 
towards specific goals, and others are 
triggered by stimuli in the environment. How-
ever, much of our time is spent in spontaneous, 
self-motivated activity, which often takes the 
form of habitual actions. Although research 
has revealed a lot about how deliberate behav-
iours are learnt, much less is known about the 
way in which spontaneous behaviour is organ-
ized and turned into habits. Writing in Nature, 
Markowitz et  al.1 show that spontaneous 
behaviour in mice is regulated by dopamine, 
a neurotransmitter that is better known for its 
role in reinforcing rewarding actions.

The authors studied the brain mechanism by 
which action elements (stereotypical motions 
such as turning left or pausing during running) 
are combined into spontaneous behaviour. 
They focused on the dorsolateral striatum 
(DLS), a key brain region involved in the 
selection, refinement, sequencing and con-
trol of actions as they form habits2. Dopamine 
released in the DLS reinforces and invigorates 
rewarding actions3,4; Markowitz et al. asked 
whether it might also have a role in unplanned, 
unstructured behaviour.

The group studied mice engaged in spon-
taneous behaviour in an open arena in the 
dark, devoid of external cues or rewards. To 
visualize the release of dopamine in the DLS, 
they used a real-time imaging technique 
called fibre photometry, along with proteins 
designed to fluoresce in response to binding 
by dopamine. Cameras captured the animals’ 
behaviour in 3D, and a previously developed 
machine-learning algorithm5 then classified 
the various behavioural sequences of the mice 
into action elements, which the authors refer 
to as syllables.

Markowitz et al. showed that behavioural 
syllables were reliably associated with bouts 

of dopamine release into the DLS — similar 
to the pattern  observed in reward-learning 
situations. The fluctuations in dopamine  had 
two effects on behaviour, on two timescales 
(Fig. 1). First, high levels of dopamine release 
were followed within seconds by increased 
variability in the actions performed by the 
mice. Thus, on the immediate timescale, 
dopamine promotes randomness. Second, 
syllables that coincided with a large release 
of dopamine were more likely to be repeated 
in the subsequent minutes than were those 
associated with lower levels of the neuro-
transmitter. Thus, in the long term, dopamine 
serves to reinforce spontaneous actions.

To ascertain causality, the researchers 
performed stimulation experiments in which 
they artificially induced dopamine release 

when specific, pre-chosen syllables (includ-
ing ‘walk’ and ‘pause and turn’) were detected. 
This reproduced both scales of effect: after 
dopamine stimulation, the mouse performed 
the chosen syllables more frequently; and 
immediately after stimulation, behaviour 
became more variable.

What are the consequences of these seem-
ingly contradictory effects of dopamine 
on behaviour? The shaping of behaviour 
benefits from both reinforcing well-trav-
elled paths and trying new trajectories — a 
combination that ensures a repertoire that is 
robust but also flexible. This effect resonates 
with a well-known challenge to the theory 
of reinforcement learning, known as the 
exploration–exploitation trade-off 6,7: should a 
hungry animal return to a known feeding site, 
or should it explore in the hope of finding a 
better food source? Various theoretical solu-
tions for resolving this trade-off have been 
proposed8,9, but they typically deal with the 
quantity (how much) and quality (how) of 
exploration. In the context of spontaneous 
behaviour, Markowitz and colleagues’ find-
ings — with random exploratory behaviour 
taking place immediately after dopamine 
release — might offer a surprising answer for 
the dynamics (when) of exploration. Whether 
this phenomenon occurs in the context of 
reward learning is an open question; however, 
it stands to reason that, after a reward, a sated 
animal can afford the risk of venturing away 
from the safety of known actions.

The dual effect observed by Markowitz 
et al. is consistent with what we know about 
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Figure 1 | How dopamine curates routine behaviour. a, Markowitz et al.1 report that, when a mouse is 
engaged in a sequence of spontaneous behaviour, switches between elements of activity called syllables 
(such as grooming and walking) are accompanied by small fluctuations in the release of the neurotransmitter 
dopamine (indicated by pink colouring). b, A large dopamine fluctuation (red) induces immediate variability 
in subsequent syllables. c, The large fluctuation also reinforces behaviour, making it more likely that a syllable 
that coincides with a large dopamine release (here, grooming) will be used again. Presumably, whichever of 
the subsequent variable syllables  also coincides with a large dopamine release (here, rearing up) becomes 
reinforced too, forming a new routine behaviour, although this was not explicitly tested.
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the physiological changes that dopamine 
brings about in the DLS, and in the striatum 
in general. Like other neuromodulators and 
neurotransmitters, dopamine acts on DLS 
neurons by binding to specialized receptor 
proteins. Dopamine binding has two effects. 
It causes a slow cascade of events resulting 
in the long-term plasticity of active neuronal 
circuits10,11, perhaps underlying the reinforce-
ment of spontaneous behaviour. And it leads 
to an immediate increase in the excitability of 
the subgroup of DLS neurons that promotes 
actions, together with a decrease in the excita-
bility of the subgroup that inhibits actions12–14, 
perhaps underlying the increased variability 
seen by the authors. This is a prime example 
of how larger-scale complex processes can be 
reduced to mechanisms that are grounded in 
basic cellular physiology. 

The current study provides valuable insights 
into the moulding of continuous every-
day behaviours, and highlights previously 
unknown functions of dopamine. A next step 
will be to determine what triggers the dopa-
mine fluctuations. Dopamine release might 

be controlled locally within the DLS15, or might 
be regulated by the nucleus-housing cell bod-
ies of dopamine neurons, which are located 
in the midbrain. Because the DLS is only one 
target of midbrain dopamine, the latter sce-
nario could indicate that changes in dopamine 
levels are also communicated to other brain 
areas, with further effects on behaviour. The 
fluctuations might be ‘noise’ that hijacks the 
existing reinforcement-learning circuitry to 
ensure a wide repertoire of natural behaviours, 
or could be somehow related to the actions 
themselves. Finally, it will be interesting to 
determine whether neuronal activity in the 
DLS itself influences dopamine release, cre-
ating a feedback loop. Clearly, the authors’ 
findings are a promising sign that further 
discoveries await.
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